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A B S T R A C T

Global population genetic structure of yellowfin tuna (Thunnus albacares) is still poorly understood despite its relevance for the tuna fishery industry. Low levels of genetic differentiation among oceans speak in favour of the existence of a single panmictic population worldwide of this highly migratory fish. However, recent studies indicated genetic structuring at a much smaller geographic scales than previously considered, pointing out that YFT population genetic structure has not been properly assessed so far. In this study, we demonstrated for the first time, the utility of 2b-RAD genotyping technique for investigating population genetic diversity and differentiation in high gene-flow species. Running de novo pipeline in Stacks, a total of 6772 high-quality genome-wide SNPs were identified across Atlantic, Indian and Pacific population samples representing all major distribution areas. Preliminary analyses showed shallow but significant population structure among oceans (FST = 0.0273; P-value < 0.01). Discriminant Analysis of Principal Components endorsed the presence of genetically discrete yellowfin tuna populations among three oceanic pools. Although such evidence needs to be corroborated by increasing sample size, these results showed the efficiency of this genotyping technique in assessing genetic divergence in a marine fish with high dispersal potential.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Yellowfin tuna (Thunnus albacares, YFT) has relevant biological and economic importance at the global scale, being an apex predator in oceanic ecosystem and representing the second largest tuna fishery worldwide (FIGIS, 2010–2015). Currently, YFT is managed in four distinct stocks under the jurisdiction of four independent Regional Fisheries Management Organizations (RFMOs). Although a proper fish stock management needs accurate knowledge on the stock structure and its genetic variation with respect to environmental and ecological conditions (Papetti et al., 2013), YFT genetic population structure has not been resolved yet. Different studies provided discordant patterns of YFT global-scale genetic differentiation (Ward et al., 1997; Ely et al., 2005; Appleyard et al., 2001), together with a genetic structuring detected at the regional level (Dammannagoda et al., 2008; Kunal et al., 2013; Li et al., 2015). This discordance was likely due to the YFT life history traits (e.g. high fecundity, large population sizes), which make detecting patterns of genetic differentiation among population samples very difficult (Ely et al., 2005; Juan-Jordá et al., 2013). Moreover,
population genetic studies reporting significant differences relied upon a relatively small number of molecular markers, hence, covering only a very limited portion of the genome (Appleyard et al., 2001; Diaz-Jaines and Uribe-Alcocer, 2006). Failing to detect population structure, due to limited genetic resolution of classical markers, can potentially be misleading for management purposes, driving to local overfishing and severe stock decline (Ying et al., 2011).

According to the uncertainty about both population structure and size of YFT stocks, there is an evident need for developing alternative approaches based on genomics, that allow screening a larger number of markers across the entire genome, including neutral and non-neutral loci. This might enable detecting YFT population structure, quantifying the extent of spatial demographic changes and discover imprints of local adaptation, which represent priority focus for implementing any effective management plan.

The rapid advent of next-generation sequencing (NGS)-based genotyping methods has significantly improved our ability to analyse thousands of Single Nucleotide Polymorphism (SNP) markers across the entire genome, increasing the precision in detecting small genetic differentiation among geographical populations (Waples et al., 2008; Allendorf et al., 2010; Davey et al., 2011; Narum et al., 2013; Andrews and Luikart, 2014). Although SNPs are characterized by a low diversity due to the only four possible allelic states, this limitation is largely outweighed by their abundance, being as frequent as one SNP every few hundred base pairs (Morin et al., 2004, 2009). Moreover, SNPs are becoming the marker of choice for many applications in population ecology, evolution and conservation genetics, having a high potential for genotyping efficiency, data quality and low-scoring error rates, genome-wide coverage and analytical simplicity (Milano et al., 2014).

Here, for the first time, we applied the 2b-RAD Genotyping-By-Sequencing (GBS) technique (Wang et al., 2012) for testing its potential for investigating population genetic structure in a non-model, large pelagic and highly migratory fish species. This novel genomic tool is based on sequencing reduced representation libraries produced by type II restriction endonucleases, which cleave genomic DNA upstream and downstream of their target site, generating tags of uniform length that obtained with the 2b-RAD for future investigations in this highly migratory species.

In this study, we: i) first examine the utility of Technical Replicates (TRs) for optimizing genotyping procedure, comparing the results obtained running the denovo_map.pl and the ref_map.pl programs in Stacks (Catchen et al., 2011, 2013); and ii) finally assess the applicability of 2b-RAD for future investigations in this highly migratory species.

### 2. Results and discussion

A similar number of reads was obtained among TRs, before and after quality filtering (Table 1), which underlines the reliability of this technique in genotyping individuals.

Among the different Stacks settings considered, the -m value was the parameter that most affected the genotyping results, in particular the number of detected SNPs. Sensitivity tests performed on the TRs showed a decrease in the number of SNPs, from 5753 to 4490, when increasing the -m value from 5 to 15 (Fig. 1 and Supplementary Material 1 for values with associated Standard Error). The percentage of error rate varied approximately from 1% to 5%, with a decreasing trend when increasing the -m values (Fig. 1 and Supplementary Material 1). The percentage of heterozygous SNPs remained constant with increasing -m values (Fig. 1 and Supplementary Material 1).

An increase in true heterozygous SNPs calls was observed using the bounded SNP calling model compared to the default SNV model and reducing the upper bound values, in agreement with the results obtained by Mastretta-Yanes et al. (2015). In fact, reducing the upper bound on the maximum-likelihood of $c$ decreases the possibility of calling a homozygote instead of a true heterozygous genotype (Catchen et al., 2013). The proper genotype calling was further checked for a subsample of the total reads obtained, in the Stacks web interface, verifying the sequences alignment and monitoring the genotyping inference when the results were exported. This procedure was repeated each time when changing the different model’s upper bound values.

By relaxing the number of mismatches within each locus (-n) and among loci (-M), an increase in the number of SNPs and error rate was observed (Supplementary Material 2).

Mapping 2b-RAD reads against the genome of *Thunnus orientalis* allowed a high percentage of successfully mapped sequences (86.59%). The outputs obtained on the mapped data from TRs with the ref.map.pl program, confirmed the trends observed with the denovo.map.pl program (Fig. 1). However, the absolute number of SNPs was lower than that obtained with the denovo.map.pl program, likely due to the incompleteness of the reference genome used (the only *Thunnus* sp. genome available to date, Nakamura et al., 2013) and the phylogenetic distance between YFT and *T. orientalis*.

Aligning reads to the reference genome, before calling a locus, can filter out erroneous stacks generated by contaminants (e.g. bacteria) possibly present in very small amount in the starting gDNA sample. Moreover the error rate also showed a less evident decreasing pattern when increasing the -m, confirming however a low error rate in the genotyping call (<5%). On the contrary, the percentage of heterozygous SNPs identified using *T. orientalis* genome as reference, showed a slight increase from 35.6% to 40.7%, when higher values of m were used (Fig. 1).

### Table 1

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Oceanic origin</th>
<th>gDNA ng/μL</th>
<th>Library nm/μL</th>
<th>No. raw reads</th>
<th>No. filtered reads</th>
<th>% retained reads</th>
</tr>
</thead>
<tbody>
<tr>
<td>34_2_Y_2R1</td>
<td>Atlantic Ocean</td>
<td>333.80</td>
<td>185.38</td>
<td>2,276,239</td>
<td>1,772,927</td>
<td>78%</td>
</tr>
<tr>
<td>34_2_Y_2R2</td>
<td>Atlantic Ocean</td>
<td>333.80</td>
<td>207.83</td>
<td>2,672,917</td>
<td>1,914,181</td>
<td>72%</td>
</tr>
<tr>
<td>34_2_Y_3R3</td>
<td>Atlantic Ocean</td>
<td>333.80</td>
<td>197.03</td>
<td>2,309,039</td>
<td>1,805,181</td>
<td>78%</td>
</tr>
<tr>
<td>77_2_Y_15R1</td>
<td>Pacific Ocean</td>
<td>218.02</td>
<td>218.81</td>
<td>2,212,559</td>
<td>1,788,988</td>
<td>81%</td>
</tr>
<tr>
<td>77_2_Y_15R2</td>
<td>Pacific Ocean</td>
<td>218.02</td>
<td>240.53</td>
<td>2,292,834</td>
<td>1,850,871</td>
<td>81%</td>
</tr>
<tr>
<td>51_1_Y_7R3</td>
<td>Indian Ocean</td>
<td>177.54</td>
<td>197.03</td>
<td>2,309,039</td>
<td>1,788,988</td>
<td>81%</td>
</tr>
<tr>
<td>51_1_Y_7R2</td>
<td>Indian Ocean</td>
<td>177.54</td>
<td>170.81</td>
<td>2,309,039</td>
<td>1,824,635</td>
<td>79%</td>
</tr>
</tbody>
</table>
Based on the number of SNPs identified with the two different approaches (with or without using the reference genome), the low error rates and the consistent percentage of heterozygous SNPs obtained among TRs, the denovo_map.pl program was run applying the following parameter settings \(-m = 8, -M = 3, -n = 2\) and a bounded SNP calling model with an upper bound of 0.1 (all remaining Stacks settings as default), to obtain the final dataset (see Supplementary Material 3 for details about each individual). The AMOVA results (Supplementary Material 3) revealed that pooling samples into the three major oceanic regions produced the highest percentage of variation explained by groups subdivision \((2.73\% \text{ P-value} < 0.001)\) and at the same time very low and not significant differences were observed among populations within groups \((0.97\% \text{ P-value} > 0.01)\). Pooling YFT individuals in these three groups corresponding to the three oceans (Table 2), allowed to increase the sample size and to obtain more robust and reliable inferences of population structure.

The optimization process combining different \(-r\) and \(-p\) parameters’ values of the Stacks population module, led to \(-r = 0.7\) and \(-p = 6\) as best middle way between the number of SNPs and the percentage of missing values obtained (Table 3).

This set of parameters produced a panel of 6772 SNPs. Pairwise \(F_{st}\) distances, calculated with this dataset, were highly significant, suggesting genetic differences occurring among oceanic groups (Table 4).

The DAPC confirmed the genetic differentiation among oceanic basins. The graph of the Bayesian Information Criterion (BIC) values for increasing values of the number of clusters (k) showed that k = 3 corresponded to the lowest associated BIC value. In the data transformation step for PCA analysis, 30 principal components (PCs) were retained, accounting for approximately the 92% of the total genetic variability. The eigenvalues of the DAPC indicated that the first two components explained most of the variation. The resulting scatterplot (Fig. 2) showed three genetic clusters corresponding to Atlantic, Indian and Pacific YFT groups. Moreover, the cross-validation of DAPC performed on these three groups, revealed that TRs are useful for optimizing genotyping procedure and that they are crucial to reduce the amount of statistical error introduced in allele frequency estimation due to PCR artefacts. We unambiguously mapped the TRs’ tags against the reference genome of T. orientalis with a high percentage of success (96.59%), in spite of the small size of fragments (Puritz et al., 2014), and the evolutionary distance between these two species. The methodological approach showed that the lack of a reference genome, although undesirable, does not evidently compromise the reproducibility and accuracy of the data obtained, underlying the consistency of the technique in genotyping individuals. We preliminarily demonstrated that 2b-RAD is a promising tool to screen a large set of genomic loci in a marine high gene-flow species, underlying the inter-oceanic population genetic differentiation. Certainly, an increased sample size is needed to address estimates of genetic differentiation among YFT population samples also at a smaller local geographic scale.

### 4. Materials and methods

#### 4.1. Sampling design, libraries preparation and sequencing

A total of 100 juvenile YFT (35–55 cm of fork length, FL) from Atlantic, Indian and Pacific geographic population samples (Table 5) were analysed, covering the entire species distribution (Fig. 3).

Genomic DNA (gDNA) was extracted from approximately 20 mg of tissue (skeletal muscle or finclip) using the commercial kit Invisorb® Spin Tissue Mini Kit (Invitex, STRATEC Biomedical, Germany) following the manufacturers’ recommendations. Since high-quality gDNA is required in the 2b-RAD genotyping technique, its concentration and purity, in terms of ratios of absorbance at 260/230 nm and at 260/280 nm, were quantified by both a NanoDrop ND-1000 spectrophotometer (Thermo Fisher Scientific, Waltham, Massachusetts, USA) and a Qubit 2.0 Fluorometer (Invitrogen, Thermo Fisher Scientific, Waltham, Massachusetts, USA).

#### Table 2

Summary statistics of the three Thunnus albacares oceanic groups. The table reports: the sampling origin (location) the sample size (N \(\text{N\%}\) individuals), the mean number (millions) of raw reads with the associated standard error (SE), the corresponding mean number (millions) of filtered reads (with SE), the percentage of reads retained, the mean value of unique tags, polymorphic SNPs and number of SNPs found.

<table>
<thead>
<tr>
<th>Location</th>
<th>No. individuals</th>
<th>Raw reads (mln)</th>
<th>Filtered reads (mln)</th>
<th>% of reads retained</th>
<th>Unique tags</th>
<th>Polymorphic SNPs</th>
<th>SNPs found</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic Ocean</td>
<td>40</td>
<td>3.80 (±0.29)</td>
<td>3.09 (±0.37)</td>
<td>80%</td>
<td>30,776</td>
<td>3264</td>
<td>5693</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>20</td>
<td>3.98 (±0.46)</td>
<td>2.91 (±0.15)</td>
<td>79%</td>
<td>31,430</td>
<td>3695</td>
<td>6516</td>
</tr>
<tr>
<td>Pacific Ocean</td>
<td>40</td>
<td>3.30 (±0.26)</td>
<td>2.78 (±0.24)</td>
<td>84%</td>
<td>31,573</td>
<td>3363</td>
<td>5906</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison between denovo_map.pl (left panel) and ref_map.pl (right panel) performance in terms of (a) number of SNPs (black dots) (b) error rate (red dots) and (c) percentage of heterozygous loci (blue dots), using different \(-m\) values. Each dot represents the average value among the three individual’s TRs. The three y axes (No. SNPs/1000, % error rate, % Ho) are shared between the two plots.
Massachusetts, USA). This procedure ensured to work with high quality samples and comparable DNA concentration.

The 2b-RAD libraries were constructed for each individual following the protocol from Wang et al. (2012) with minor modifications (see below). To assess the robustness of the method and subsequent data analyses, three libraries were replicated (Technical Replicates, TRs) for two individuals (34_Y_2 and 77_Y_15) and two for an additional third specimen (51_Y_7). gDNA (300 ng) was digested with 2 U of the enzyme CspC (New England Biolabs, NEB, Ipswich, Massachusetts, USA) for 1 h at 37 °C. The digested DNA was ligated in a 25 μL total volume reaction consisting of 0.4 μM for each of the two library-specific adapters, 0.2 mM ATP (New England Biolabs, NEB, Ipswich, Massachusetts, USA) and 1 U T4 DNA ligase (SibEnzyme Ltd., Academ town, Siberia). To reduce marker density, one adaptor with fully degenerate 3’ overhangs NN and one with reduced 3’ degeneracy NG were chosen. Sample-specific barcodes were designed with Barcode Generator (http://comailab.genomecenter.ucdavis.edu/index.php/barcode_generator) and introduced by PCR with platform-specific barcode-bearing primers. 2b-RAD tags were amplified by PCR in two separate 25 μL-reactions, in order to minimize PCR amplification bias (Mastretta-Yanes et al., 2015). Each amplification consisted of 6.25 μL of ligated DNA, 0.5 μM each primer (P4 and P6-BC, Eurofins Genomics S.r.l. Italy), 0.2 μM each primer (P5 and P7, Eurofins Genomics), 0.3 mM dNTP (New England Biolabs, NEB, Ipswich, Massachusetts, USA), 1X Phusion HF buffer and 1 U TaqPhusion high-fidelity DNA polymerase (NEB). Cycling conditions were: 98 °C for 4 min; 98 °C for 5 s, 60 °C for 20 s, 72 °C for 5 s for 14 cycles, 72 °C for 5 min. The reduced number of amplification cycles (n = 14) is crucial to produce a negligible amount of PCR amplification errors, comparing to those needed to reach the plateau phase.

PCR products were purified with the SPRIselect purification kit (Beckman Coulter, Pasadena, California, USA), to exclude any high-molecular weight DNA remaining after the enzyme digestion and any incorrect constructs that may emerge during PCR amplification. The concentration of purified individual libraries was quantified using Qubit®ds DNA BR Assay Kit (Invitrogen—ThermoFisher Scientific, MA, USA) and Mx3000P qPCR instrument, and the quality checked on the Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara, California, USA). Individual libraries were pooled into equimolar amounts and the quality checked on an Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara, California, USA) and Mx3000P qPCR instrument, and the quality checked on an Qubit®ds DNA BR Assay Kit (Invitrogen).

The number of PCR amplification cycles (n = 14) is crucial to produce a negligible amount of PCR amplification errors, comparing to those needed to reach the plateau phase.

| Table 3 | Number of SNPs and percentage of missing value (NA %) obtained for the entire dataset according to the -r and -p parameters’ values of the Stacks population programme. |
|-------------------|-------------------|-------------------|-------------------|
|                  | -r                | -p                | -r                |
|                   | SNPs NA %         | SNPs NA %         | SNPs NA %         |
| 4                 | 8158              | 14.3              | 7871              | 11.49             | 7560              | 9.33              |
| 6                 | 7049              | 9.33              | 6772              | 6.3               | 6430              | 4.69              |
| 9                 | 5581              | 8.62              | 5273              | 5.44              | 5187              | 2.58              |

Table 4 Pairwise Fst values calculated among geographic pools (from Atlantic, Indian and Pacific Ocean) of yellowfin tuna are reported (below diagonal) with their associated P-values (below diagonal). Significant values after Bonferroni standard correction are in bold (nominal significant threshold α = 0.01).

<table>
<thead>
<tr>
<th></th>
<th>Atlantic</th>
<th>Indian</th>
<th>Pacific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic</td>
<td>*</td>
<td>-0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Indian</td>
<td>0.0473</td>
<td>*</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Pacific</td>
<td>0.0293</td>
<td>0.0171</td>
<td>*</td>
</tr>
</tbody>
</table>

4.2. Technical replicates analysis and optimization of genotyping procedure

Demultiplexed reads were returned by the sequencing facility in Fastq format and their quality was checked by FastQC (www.bioinformatics.babraham.ac.uk/projects/fastqc/). After this, a custom-made Perl script was run for quality filtering and adaptors trimming of the reads, obtaining sequences of 34 bp (Fastq files available at SRA Bioproject: SRP067271). Filtered reads were analysed with the software Stacks v. 1.32 (Catchen et al., 2011, 2013), which allows genotype inference through the identification of SNP loci without a reference genome (denovo_map.pl program) or aligning reads against a reference genome (ref_map.pl program). Different settings were tested on the TRs dataset to fine-tune the de novo Stacks pipeline parameters and to assess the consistency of results, in terms of total number of identified SNPs; the error rate calculated counting discordant genotypes between TRs and, among the concordant data; the percentage of heterozygous SNPs. Following the Stacks author guidelines, multiple combinations were considered for: a) the minimum number of identical reads necessary to call an allele (-m value set to: 5, 8, 10, 15); b) mismatches between reads within a locus (-M value set to: 2, 3, 4, 6); and c) mismatches among loci when comparing across individuals (-n value set to: 0, 2, 3, 4, 6). Only one parameter was varied at a time while keeping the

<table>
<thead>
<tr>
<th></th>
<th>Sampling location</th>
<th>Sample code</th>
<th>Number of individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic</td>
<td>WC Atlantic</td>
<td>31_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Atlantic</td>
<td>34_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Atlantic Pacific</td>
<td>34_2</td>
<td>10</td>
</tr>
<tr>
<td>Atlantic</td>
<td>WC Atlantic</td>
<td>41_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>WC Indian</td>
<td>51_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>WC Indian Pacific</td>
<td>51_2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Pacific</td>
<td>71_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Pacific Pacific</td>
<td>71_2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Pacific</td>
<td>77_1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>EC Pacific Pacific</td>
<td>77_2</td>
<td>10</td>
</tr>
</tbody>
</table>
others fixed. The default values for \( min_{het\_seqs} \) and \( max_{het\_seqs} \) were used. In addition, we compared the default and the bounded SNP calling models (\( -\text{bound\_high} \) value set to: 0.05, 0.1, 0.15, 0.2, 0.5) to evaluate the percentage of heterozygous genotypes correctly assessed, in order to make the genotype calling between them as much concordant as possible. In the bounded SNP calling model, \( \text{Stacks} \) employs a multinomial-based likelihood model to identify SNPs and to estimate the maximum-likelihood value of the sequencing error rate \( e \) at each nucleotide position, in order to properly call each possible genotype (for details see Catchen et al., 2011, 2013).

The reads were also mapped against the genome of \textit{T. orientalis} (GenBank accession numbers BADN01000001–BADN01133062; Nakamura et al., 2013) using CLC Genomics Workbench v. 5.1 (CLC Bio) programme. The following parameters settings were applied length fraction = 1.0 and similarity fraction = 0.9 (all remaining parameters as default), retaining only uniquely mapped reads. Mapping results were exported in SAM format and were used as input files for \texttt{refmap.pl} in \texttt{Stacks}. To further evaluate the robustness of the approach a similar testing was performed on mapped data, using the same settings as for the \texttt{denovo.map.pl} for \(-m\), \(-n\) and \(-\text{bound\_high}\) of the bounded SNP calling model (Fig. 2).

4.3 Preliminary analysis of YFT population structure

Once identified the \texttt{Stacks} parameter set which minimized differences among TRs, the \texttt{denovo.map.pl} program was run on the entire YFT dataset (Table 2). Using the programme \texttt{populations} available from \texttt{Stacks} software, different combinations of \(-p\) (4, 6, 9) and \(-r\) (0.4, 0.7, 0.9) parameters were tested, in order to investigate changes in the number of SNPs obtained, and in the percentage of missing values among samples. Following these tests, we selected from the resulting catalogue of loci only those containing one bi-allelic SNP (\(-F_{\text{snps,I}} = 1 \text{ snps_u} = 2\)), and those values of \(-p\) and \(-r\) rendering the highest number of SNPs with the lowest percentage of missing data.

In order to increase the sample size and to improve robustness of the genetic analyses, several grouping of the geographic samples were tested, especially due to their ocean basin distance, performing an analysis of molecular variance with the software Arlequin 3.5.1.2 (Excoffier and Lischer, 2010) with 10,000 permutations and \( P \leq 0.01\) significance level.

Based on the SNPs dataset and AMOVA results obtained, \( F_{ST} \) estimates for pairwise comparison among pooled samples, were calculated with the software Arlequin 3.5.1.2 using the same settings as above.

A preliminary assessment of YFT genetic structure was performed using the Discriminant Analysis of Principal Components (DAPC, Jombart et al., 2010) implemented in the R package Adegenet (Jombart et al., 2008, R version 3.1.2, R Development Core Team, 2014; http://www.r-project.org). The function \texttt{find.clusters} was used to identify the optimal number of clusters (\( k \)) that maximizes the variation between groups (Jombart et al., 2010). The cross-validation test was also carried out in order to validate the number of principal components (PCs) retained in the first transformation step of DAPC analysis, because a wrong choice of the number of PCs might negatively impact the DAPC results and produce unstable output due to over-parameterization.

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.margen.2015.12.002.
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